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Whenfitting an equation or polynomial curve of somedegree to

a large numberof observations by the method of least squares (Linnik,

1961), we are often faced with the problem of too few storage locations

in the memoryof a large-scale digital computer such as the IBM-7090 or

any other series. Sometimeswe are also faced with the problem of esti-

mating a meanvector of n independent sample meanvectors of the same

population or the samephysical quantity with their corresponding n

variance-covariance matrices (or weight matrices) for which off-diagonal

elements are nonzero. The following example illustrates the latter case.

At this Observatory we have a Differential Orbit Improvement

program (DOI). At one stage it computes the correction parameters (Ax,

_y, Az) to the geodetic station coordinates. These corrections are

correlated amongthemselves. For M independent runs of the program with

different sets of observations for the samestation coordinates, wehave

a set of vectors (Axl, AYi, Azi) , i = 1,2 ... , M, each representing

The complete program has been written up in FAPlanguage for IBM-7090
under the title "Super Least-Squares Program," and is in use at this
Observatory.
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a correction to the coordinates, with variance-covariance matrices

f k _12 _kqll 13

= k
_i,j _22 _23

k
e33

and standard deviation ek (k = 1,2, ... _ M). The problem is to find

the average correction vector of different sample correction vectors

from the information of sample varlance-covariance matrices for which

the off-diagonal elements are nonzero.

This paper discusses a method based on statistical estimation

theory.

Statement of the problem

Let _, X2, ... , Xn be N random variables and distributed

according to multivariate normal distribution (Anderson, 1958)(Gaussian

distribution or Error distribution). Associated with these N random

variables is a mean vector (_l' _2' ... , _N ) whose _N element is the

population mean of the _ variable and a variance-covariance matrix_

T(NxN ). Also let (X1, X2, ... , XN) be a randomly correlated vector

(correlation may be high or very low). Given M(m 30) sample obser-

vations such as xi,1, xi_2, ... ,xi,N (i = 1,2, ... , M) for each
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variable from an N-variate normal population with knovn covariance

matrices _,j and standard deviations _k (k = 1,2, ... , M), we ask for

the estimates of the mean vector (_l' _2' "'" ' _N )' average covariance

matr_ 7 of covariances matrices _I._
ljj' and average standard deviation

o__k (_ = Z_2_ ... _ M).

Estimation theor_

Let _ = (_i' _2' "'" ' _N ) and _ be the estimates of _ = (l_l, _2'

... , _N ) and _,_ respectively. The problem is to estimate _ and _, or,

more precisely, to find a mathematical formnla for _ and _.

The random vector (XI, X2, ... , _) has a multivariate normal

distribution, and the joint n_ltivariate density function (Feller, 1950;

Hoel, 1954; Mood, 1950) of this random vector (XI, _, ... , XN) is

given by the expression:

i z-zc exp [ - _ (X_) 3, where c is a constant;

(X-_) is a column vector = X2 " _2

XN " _N

and (X-_) ! is the transpose of (X-_).

We have M sample observations on the random vector with their

corresponding variance-covariance matrices, and their li]_elihood func-
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tion L (Anderson, 1958; Hoel, 1954) is given by

L

1 ' ok (_3

n l(a-)
,J

k=l

where

Xk, 1 -_i

(X_-_) = _,2 "_2

Xk, N "_N

[q ]"l is the Inverse matrix Of the varlance-cOvariance matrlx Ofand ,j

the kth sample observation.

The vamiance-covariance matrix of the kth observation [q ] =,J

[Ai#j] -1 O2k # wher e [A_3j] is the normal matrix of normal equations

that are obtained by using the method of least squares, and _k is the

standard deviation of the residuals for the kth observation.

Hence

i, jj J / k
and the likelihood function
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L
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By using the maximum-likelihood estimation method (Mood, 1950;

Fraser_ 1958) which maximizes the likelihood function for the given sample

obser_rations (i.e., the maximum-likelihood estimate of the parameter is

the point at which the likelihood function has a maximum), we can find

a ^ 1
the estimates Z and Z. In the likelihood function the v_he of vector

(XI, _, ... , _) is fixed at the sample values and L is a function of

and E.

To emphasize that the quantities (_ and Z) are variables and not

a

pararaeters we replace them by b and _. Then the logarithm of the like-

lihood function is

2 (_.,)_

1
The max_mnu likelihood method and the least-squares method give the

identical estimate for the parameter provided the distribution of the
residuals is normal.
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Since log L is an increasing function of L, its maxi_Am is at the same

a
point in the space of _ and _ as the maximmm of L.

To find the estimate, we compute

logL= xk,j -_j = 0,
_i J=l k=IL k

i = 1,2, ... , N.

Hence we obtain

1
J=l = k=l a2k

i = 1,2, ... , N,

A

where _j (J = 1,2, ... , N) are N unknown coefficients, i.e., the

A

estimate of _ is

A

^ !

; l
_NJ

which is the mean vector of different sample observations. Finally, we

have N equations and N ur_mown coefficients.

In matrix notation: AZ = B, where Z is the solution vector.

_6 m



Z

^

]

b2

^

B _

AI j Xkj

j=l k--1 1 <

J=l k=l _ _k I

J=l =

Z yields the mean vector of different sample vectors using the

information of variance-covariance matrices for which off-diagonal

elements are non-zero, and their corresponding average variance-

^
covariance, _, is the multiple of the inverse matrix of A and _2

where
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M

k

k=l

M

Nk_M

k=l

and N k is the number of observations used to compute _k' i.e.,

A-I _2=

Application

Consider the first problem mentioned in the first paragraph of the

introduction. Suppose we have 1800 pairs of (y, x) observations col-

lected over a 30-period time interval and we desire to fit the second

degree polynomial curve y --a + bx + cx2 to the 1800 observations of

the 30-period time interval.

Assume further that for each period there are 60 (y, x) obser-

vations and that the curve y = a + bx + cx 2 has been fitted to these

60 (y, x) observations by using the least-squares method. For each

period, therefore, we have coefficients vector (a,b,c) the corresponding

normal matrix, and the corresponding standard deviation of the residuals.

As this was done for each of the 30 periods we will have (ai, bi,

ci) with the corresponding normal matrix A i (or variance-covariance

matrix which is equal to A. 1 2) and standard deviation _. (i = 1,2,
1 l- l

..., M_ with M = 30 for this case).
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In order to estimate the (a,b,c) and the corresponding variance-

covariance matrix for the entire 30-period interval without having to

deal with the 1800 (y,x) observations collectively, compute A, B as

defined earlier in this paper, then solve AZ = B, i.e. solve 3

equations and 3 unknowns.

The method developed in this paper may have manifold applications

in various fields.
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NOTICE

This series of Special Reports was instituted under the

supervision of Dr. F. L. Whipple, Director of the Astrophysical

Observatory of the Smithsonian Institution, shortly after the

launching of the first artificial earth satellite on October 4,

1957. Contributions come from the Staff of the Observatory.

First issued to ensure the immediate dissemination of data for

satellite tracking, the Reports have continued to provide a

rapid distribution of catalogues of satellite observations,

orbital information, and preliminary results of data analyses

prior to formal publication in the appropriate Journals.

Edited and produced under the supervision of Mr. E. N.

Hayes, the Reports are indexed by the Science and Technology

Division of the Library of Congress, and are regularly dis-

tributed to all institutions participating in the U.S. space

research program and to individual scientists who request them

from the Administrative Officer, Technical Information, Smith-

sonian Astrophysical Observatory, Cambridge 38, Massachusetts.




